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#### Abstract

A systematic method to find short unstable periodic orbits embedded in chaotic attractors is proposed. The method is based on the construction of symbolic representations of trajectories, which are used to limit the number of symbol sequences considered to find periodic orbits with a given period and also to find candidates of periodic orbits. The Newton method is applied to find accurate positions of periodic orbits. Using the Rössler system as an example, it is shown that the proposed method outperforms existing methods in terms of the number of periodic orbits found and the computation time.
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## I. Introduction

UNDER certain assumptions a chaotic attractor is densely filled by unstable periodic orbits. Low period orbits give good approximations to the mean properties of chaotic trajectories [1], [2]. In this brief, we consider the problem of finding unstable periodic orbits embedded in chaotic attractors. For discrete-time dynamical systems, we assume that the system is defined by the map $P$. For continuous-time dynamical systems the problem under study is first reduced to the discrete time by selecting a return map $P$. In both cases, the goal is to find periodic orbits of $P$ with periods $p \leq p_{\max }$.

The standard method to find period- $p$ orbits of a nonlinear map $P$ (or fixed points of $P^{p}$ ) is based on the Newton method to find zeros of a nonlinear function. In this approach one constructs a function $F$ whose zeros correspond to periodic orbits of $P$, selects an initial guess for the position of a periodic orbit and applies the Newton iteration in the hope that the method converges. The function $F$ may be defined as

$$
\begin{equation*}
F(u)_{k}=w_{(k+1) \bmod p}-P\left(w_{k}\right), \quad k=0,1, \ldots, p-1 \tag{1}
\end{equation*}
$$

where $u=\left(w_{0}, w_{1}, \ldots, w_{p-1}\right)$. It is clear that $u$ is a zero of $F$ if and only if $\left(w_{0}, w_{1}, \ldots, w_{p-1}\right)$ is a periodic orbit of $P$.

The Newton method is an iterative process in which successive approximations $u^{(k)}$ after the initial guess $u^{(0)}$ are obtained

[^0]by applying the formula
\[

$$
\begin{equation*}
u^{(k+1)}=u^{(k)}-\left(F^{\prime}\left(u^{(k)}\right)\right)^{-1} F\left(u^{(k)}\right) . \tag{2}
\end{equation*}
$$

\]

The convergence of the Newton method depends on the quality of the initial guess. If $u^{(0)}$ is close to the true position of a zero of $F$ then the Newton method converges very fast.

For a general nonlinear map $P$ one can find periodic orbits by using different initial guesses. Common choices are to select them randomly or to locate them on a uniform grid.

To find periodic orbits embedded in a chaotic attractor usually a better choice is to use the trajectory monitoring approach [1], where one looks for pseudo periodic orbits in a long trajectory $\left(w_{i}\right)_{i=0}^{N-1}$ of the map $P$, where $w_{i+1}=P\left(w_{i}\right)$. The sequence $\left(w_{i}\right)_{i=k}^{k+p-1}$ is called a $\delta$ pseudo periodic orbit if $\left\|w_{k+p}-w_{k}\right\| \leq \delta$. Pseudo periodic orbit are used as initial guesses for the Newton method applied to the map (1). This method was successfully applied to find short periodic orbit for the Chua's circuit with a cubic nonlinearity [3], [4]. The main drawback of this method is that a given orbit may be found several times, which slows down the search process. For specific classes of discrete and continuous dynamical systems more efficient methods have been proposed [5], [6], [7], [8].

In this brief, we propose a systematic method to find short unstable periodic orbits embedded in a chaotic attractor. The method is based on the construction of a symbolic representation of trajectories belonging to the attractor and can be applied to a wide class of dynamical systems. As an example we study the existence of periodic orbits for the Rössler system [9]. Studying dynamical phenomena including the existence of periodic orbits for the Rössler system is an active field of research. Low order periodic orbits for the Rössler system are extracted and encoding of periodic orbits by symbolic dynamics is studied in [10]. Rigorous analysis of the existence of short periodic orbits is carried out in [11]. Different routes to chaos and different kinds of chaotic attractors existing for this system are studied in [12]. Averaged properties of unstable periodic orbits existing in the Rössler attractor are studied in [2]. Unbounded dynamics and the homoclinic chaos in the Rössler model is observed in [13], [14]. The existence of chaos and hyperchaos in the 4D Rössler system is proved in [15]. The origin of homoclinic chaos in the classical Rössler model is studied in [14]. Conditions for the existence of a periodic solution bifurcating from the zero-Hopf equilibrium are formulated in [16]. The existence of infinitely many periodic orbits in the Rössler system for two sets of parameter values is proved in [17]. Practical applications of the Rössler system are considered in [18]. Nonlinear dynamics in weakly-synchronized

Rössler system is investigated in [19]. Information transfer with respect to relative entropy in the Rössler system is studied in [20].

The remainder of this brief is organized as follows. In Section II a systematic method to find unstable periodic orbits is described in detail. The results obtained by applying this method to the analysis of the Rössler system are presented in Section III. The classical case with a symbolic dynamics defined on two symbols and a more complex case with a symbolic dynamics using three symbols are considered. For both cases a symbolic representation of trajectories is constructed and the proposed method is used to find low period orbits. The last section concludes the study.

## II. Finding Unstable Periodic Orbits

In this section a systematic procedure to find unstable periodic orbits embedded in a chaotic attractor is presented. The map $P$ with a chaotic attractor is either a map defining a discrete time system or a return map for a continuous time system. The proposed procedure to find period- $p$ orbits of $P$ with $p \in\left\{1,2, \ldots, p_{\max }\right\}$ consists of the following steps:

1) define a symbolic representation of trajectories,
2) find short forbidden symbol sequences,
3) generate non-forbidden symbol sequences with periods $p \in\left\{1,2, \ldots, p_{\max }\right\}$,
4) for each non-forbidden sequence $s$ find a candidate $\tilde{u}$ for the position of the corresponding periodic orbit based on symbolic dynamic information,
5) for each candidate $\tilde{u}$ apply the Newton operator to find the position $\bar{u}$ of the orbit, the convergence of the Newton method to the position $\bar{u}$ with the symbol sequence $s$ confirms the existence of a periodic orbit,
6) verify that all periodic orbits found are different.

In the following part of this section, the steps listed above are described in detail.

The proposed method can be applied to systems for which a symbolic representation of trajectories exists. Defining a symbolic representation of trajectories is perhaps the most difficult part of the procedure. We seek for a splitting of the state space into $m$ regions $R_{1}, R_{2}, \ldots, R_{m}$ such that there is a one-to-one correspondence between trajectories and symbol sequences (see also [10], [21]). For a trajectory $\left(w_{i}\right)$ the corresponding symbol sequence $\left(\sigma_{i}\right)$ is defined by the condition $w_{i} \in R_{\sigma_{i}}$. Since we are interested in finding short periodic orbits embedded in the attractor we can relax the condition on the correspondence between trajectories and symbol sequences and require that different symbol sequences are observed not for all trajectories but only for periodic orbits of interest.

Here, we propose a simple method to define symbolic dynamics for narrow attractors. The method is based on attractor parametrization. For simplicity, we assume that the attractor can be parameterized using one of the system variables, for example $y$. The construction of a symbolic dynamics starts by computing a long trajectory of $P$. If the attractor is narrow then the plot of $y_{k+1}$ versus $y_{k}$ resembles a plot of a one-dimensional map. Positions of extreme values in this plot are used to divide the state space into regions corresponding to
different symbols. Two examples of this procedure for the case of symbolic dynamics with 2 and 3 symbols are presented in Section III. Using the Rössler system as an example, we show that the proposed method works fine in case of narrow attractors. For systems with more complex attractors other methods to define symbolic dynamics on the attractor may be used.

Let us assume that each periodic orbit of $P$ with the period $p \leq p_{\max }$ has a distinct symbolic representation with $m$ symbols. The number of symbol sequences with the length $p$ is $m^{p}$. Symbol sequences $s=\left(s_{0}, s_{1}, \ldots, s_{p-1}\right)$ and $t=$ $\left(t_{0}, t_{1}, \ldots, t_{p-1}\right)$ of the length $p$ are called cyclically different if $\max _{i=0}^{p-1}\left|t_{(i+k) \bmod p}-s_{i}\right|>0$ for each $k$. Points belonging to a given periodic orbit have symbolic representations which are not cyclically different. The period of a symbol sequence $s=\left(s_{0}, s_{1}, \ldots, s_{p-1}\right)$ is the smallest positive integer $k$ such that $s_{(i+k) \bmod p}=s_{i}$ for each $i=0,1,2, \ldots, p-1$. A symbol sequence $s=\left(s_{0}, s_{1}, \ldots, s_{p-1}\right)$ with the period $k<p$ is equivalent to the symbol sequence $t=\left(s_{0}, s_{1}, \ldots, s_{k-1}\right)$ and corresponds to a period- $k$ orbit. To find all period- $p$ orbits of $P$ it is sufficient to consider $\mathrm{S}_{\mathrm{all}}(p)=p^{-1}\left(m^{p}-\right.$ $\left.\sum_{k=1, p \bmod k=0}^{p-1} k \mathrm{~S}_{\text {all }}(k)\right)$ cyclically different symbol sequences with the period $p$.

Considering all cyclically different symbol sequences with the period $p$ may be infeasible for large $p$ due to the fast growth of $\mathrm{S}_{\text {all }}(p)$ (it grows with $p$ roughly as fast as $p^{-1} m^{p}$ ). Usually, it is possible to limit the number of symbol sequences which have to be considered. The idea is to identify short forbidden sequences and skip symbol sequences containing forbidden sequences. Forbidden sequences can be identified by monitoring a long trajectory $\left(w_{i}\right)_{i=0}^{N-1}$. First, we select the maximum length $l_{\text {max }}$ of forbidden sequences which we search for. Next, for each $l=2,3, \ldots, l_{\max }$ we find symbol sequences of the length $l$ which are not present in the trajectory. Such sequences which do not contain forbidden sequences of a shorter length are added to the list of forbidden sequences. The idea of using forbidden sequences is based on the assumption that if a given short symbol sequence is not present in a long trajectory then it is perhaps not admissible by the dynamical system. The number of symbol sequences of the length $l$ is $m^{l}$. It follows that the length $N$ of a trajectory which has to be considered to correctly detect all forbidden sequences with the length $l \leq l_{\text {max }}$ grows exponentially with $l_{\max }$. One should also note that short forbidden sequences eliminate much more symbol sequences than the long ones. Therefore, it is usually sufficient to select a small value of $l_{\max }$, for example $l_{\max } \leq 10$.

Now, we describe how to find a periodic orbit $\bar{u}=\left(\bar{w}_{0}, \bar{w}_{1}, \ldots, \bar{w}_{p-1}\right)$ with the symbol sequence $s=$ $\left(s_{0}, s_{1}, \ldots, s_{p-1}\right)$. To obtain a good initial guess for the Newton method we use a trajectory $\left(w_{i}\right)_{i=0}^{N-1}$ with the symbol sequence $\sigma=\left(\sigma_{i}\right)_{i=0}^{N-1}$. Let us select $h \geq 0$. For $k=0,1, \ldots, p-1$ we find a position $j_{k}$ in the sequence $\sigma$ such that $s_{(k+i) \bmod p}=\sigma_{j_{k}+i}$ for all $i=-h,-h+$ $1, \ldots, i_{\max }$ and that $i_{\max }$ is as large as possible. The point $\tilde{u}=\left(\tilde{w}_{0}, \tilde{w}_{1}, \ldots, \tilde{w}_{p-1}\right)=\left(w_{j_{0}}, w_{j_{1}}, \ldots, w_{j_{p-1}}\right)$ is used as an initial guess for the Newton method to find the periodic orbit with the symbol sequence $s=\left(s_{0}, s_{1}, \ldots, s_{p-1}\right)$.
To explain why this method works let us first assume that $h=0$. The sequence $\left(\sigma_{j_{k}+i}\right)_{i=0}^{N-j_{k}}$ matches the sequence


Fig. 1. Trajectories of the Rössler system; (a) $a=5.7, b=0.2$, (b) $a=5.7$, $b=0.32$.
$\left(s_{(k+i) \bmod p}\right)_{i=0}^{\infty}$ for the first $i_{\max }+1$ elements, which means that trajectories starting at $w_{j_{k}}$ and at the periodic point $\bar{w}_{k}$ have the same future symbol sequences up to the position $i_{\max }$. The larger value of $i_{\max }$, the smaller is the distance between $w_{j_{k}}$ and $\bar{w}_{k}$. To make sure that we obtain long matched sequences (large $i_{\max }$ ) for all admissible periodic orbit we have to consider a sufficiently long trajectory $\left(w_{i}\right)_{i=0}^{N-1}$.

Selecting $h=0$ works fine when the attractor is very narrow and the plot of $y_{k+1}$ versus $y_{k}$ is close to a plot of a one-dimensional map. If this is not the case and branches in the plot of $y_{k+1}$ versus $y_{k}$ are far apart then one should select $h>0$. This way we force that symbols of preimages of $w_{j_{k}}$ and $\bar{w}_{k}$ agree, which ensures that we select a correct branch of the attractor. In the examples considered in Section III it is sufficient to use $h=1$. For $h=0$ some of the existing periodic orbits are not found due to the lack of convergence of the Newton method.

In the final step, the Newton method with the initial guess $u^{(0)}=\tilde{u}$ is applied to find the position of the periodic orbit. Convergence of the Newton method to a periodic orbit $\bar{u}$ with the symbol sequence $s$ confirms the existence of the periodic orbit in question.

## III. Short Periodic Orbits for the Rössler System

As an example let consider the Rössler system [9] defined by the following set of ordinary differential equations:

$$
\begin{align*}
& \dot{x}=-y-z \\
& \dot{y}=x+b y \\
& \dot{z}=b+z(x-a) \tag{3}
\end{align*}
$$

We study the system with two sets of parameter values $(a, b)=(5.7,0.2)$ and $(a, b)=(5.7,0.32)$. Example trajectories are shown in Fig. 1.

We choose the return map $P$ defined by the plane $\Sigma=$ $\left\{v=(x, y, z) \in \mathbb{R}^{3}: x=0, \dot{x}>0\right\}$. On the plane $\Sigma$ we use the local coordinate system $w=(y, z) \in \mathbb{R}^{2}$. The return map is defined as follows. Let us select $w=(y, z) \in \mathbb{R}^{2}$ such that $v=(0, y, z) \in \Sigma$. The image of $w=(y, z) \in \mathbb{R}^{2}$ under the map $P$ is $P((y, z))=(\bar{y}, \bar{z})$, where $(0, \bar{y}, \bar{z})=\varphi(\tau(v), v)$, $\varphi(t, v)$ is the trajectory of the system (3) based at $v$ and $\tau(v)$ is the return time after which the trajectory $\varphi(t, v)$ returns to $\Sigma$.

## A. The Classical Case $a=5.7, b=0.2$

Let us first consider the classical parameter values $a=5.7$, $b=0.2$. A trajectory of the return map $P$ is plotted in Fig. 2(a). Fig. 2(b) shows a plot of $y_{n+1}$ versus $y_{n}$.
(a)

(b)


Fig. 2. Trajectory of the return map, $a=5.7, b=0.2$, symbolic dynamics is defined by the threshold value $y=-6.73872$.
(a)

(b)


Fig. 3. Trajectory of the return map, $a=5.7, b=0.32$, symbolic dynamics is defined by threshold values $y=-9.7042958$ and $y=-5.7424029$.

The plot presented in Fig. 2(b) is visually indistinguishable from a plot of a one-dimensional map with a single minimum. It is therefore natural to construct a symbolic dynamics with two symbols using the coordinates of the minimum to define the splitting of the state space into regions corresponding to different symbols. From a trajectory $\left(w_{k}\right)_{k=0}^{N-1}$ with $N=10^{6}$ we select the point $w_{m_{0}}$ with the minimum value of the $y$ coordinate ( $y_{m_{0}} \approx-10.57497$ ). The value $y_{m_{0}-1} \approx-6.73872$ is selected to define the symbolic dynamics with two symbols. The symbol associated with the point $w=(y, z)$ is

$$
\sigma= \begin{cases}0 & \text { if } y<-6.73872 \\ 1 & \text { if } y \geq-6.73872\end{cases}
$$

The splitting of the state space into regions corresponding to different symbols is shown in Fig. 3(b) with a red vertical line.

In the second part of the procedure forbidden sequences are found. This is done by scanning a trajectory $\left(w_{k}\right)_{k=0}^{N-1}$ with $N=10^{7}$ and identifying symbol sequences which are not present in this trajectory. The search for forbidden sequences is limited to sequences of the length $l \leq 14$. Seven forbidden sequences are found: (111), (1100), (110101), (11010001), (1101000001), (1101000000011), (11010000000100).

Next, all non-forbidden cyclically different symbol sequences with periods $p=1,2, \ldots, p_{\max }=30$ are generated. In Table I, we report the numbers $\mathrm{S}_{\mathrm{all}}(p)$ of all symbol sequences and the numbers $\mathrm{S}_{\mathrm{nf}}(p)$ of non-forbidden symbol sequences with the period $p$. One can see that $\mathrm{S}_{\mathrm{all}}(p)$ grows much faster than $\mathrm{S}_{\mathrm{nf}}(p)$. It follows that removing forbidden sequences is an important part of the procedure since it permits elimination of many sequences and thus reduces the computation time needed to find all periodic orbits with a given period.

In the final step of the search procedure, for each nonforbidden sequence a candidate for the position of the periodic orbit is constructed based on the symbolic dynamics

TABLE I
Periodic Orbits for $a=5.7, b=0.2 . \operatorname{S}_{\text {all }}(p) \operatorname{Are} \mathrm{S}_{\mathrm{nf}}(p)$ THE Numbers of All Cyclically Different Symbol Sequences and Non-Forbidden Cyclically Different Symbol Sequences With the Period $p . \mathrm{P}_{\text {sd }}(p)$ and $\mathrm{P}_{\text {tr }}(p)$ Are the Numbers of Period- $p$ Orbits Found Using the Proposed Method and the Trajectory Monitoring Approach. $\mathrm{n}_{\text {tr }}(p)$ Is the Length of a Trajectory Needed to Find All Period- $p$ Orbits Using the Trajectory Monitoring Approach

| $p$ | $\mathrm{~S}_{\mathrm{all}}(p)$ | $\mathrm{S}_{\mathrm{nf}}(p)$ | $\mathrm{P}_{\mathrm{sd}}(p)$ | $\mathrm{P}_{\mathrm{tr}}(p)$ | $\mathrm{n}_{\mathrm{tr}}(p)$ |
| :---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 1 | 1 | 1 | 14 |
| 2 | 1 | 1 | 1 | 1 | 1368 |
| 3 | 2 | 2 | 2 | 2 | 183 |
| 4 | 3 | 1 | 1 | 1 | 2295 |
| 5 | 6 | 2 | 2 | 2 | 150 |
| 6 | 9 | 3 | 3 | 3 | 1707 |
| 7 | 18 | 4 | 4 | 4 | 8624 |
| 8 | 30 | 7 | 7 | 7 | 9663 |
| 9 | 56 | 10 | 10 | 10 | 17807 |
| 10 | 99 | 15 | 15 | 15 | 45653 |
| 11 | 186 | 24 | 24 | 24 | 77164 |
| 12 | 335 | 36 | 36 | 36 | 280967 |
| 13 | 630 | 58 | 58 | 58 | 533547 |
| 14 | 1161 | 88 | 88 | 88 | 1212830 |
| 15 | 2182 | 139 | 138 | 138 | 1849750 |
| 16 | 4080 | 216 | 216 | 216 | 5577345 |
| 17 | 7710 | 342 | 340 | 340 | 7397572 |
| 18 | 14532 | 535 | 531 | 531 | 14017266 |
| 19 | 27594 | 852 | 848 | 843 | $>20000000$ |
| 20 | 52377 | 1340 | 1330 | 1263 | $>20000000$ |
| 21 | 99858 | 2138 | 2120 | 1835 | $>20000000$ |
| 22 | 190557 | 3390 | 3364 | 2575 | $>20000000$ |
| 23 | 364722 | 5416 | 5368 | 3574 | $>20000000$ |
| 24 | 698870 | 8629 | 8551 | 4988 | $>20000000$ |
| 25 | 1342176 | 13826 | 13698 | 6951 | $>20000000$ |
| 26 | 2580795 | 22115 | 21899 | 9237 | $>20000000$ |
| 27 | 4971008 | 35512 | 35154 | 11898 | $>20000000$ |
| 28 | 9586395 | 56995 | 56401 | 15216 | $>20000000$ |
| 29 | 18512790 | 91720 | 90726 | 19061 | $>20000000$ |
| 30 | 35790267 | 147601 | 145951 | 23895 | $>20000000$ |
| $\leq 30$ | 74248451 | 391018 | 386887 | 102813 |  |
|  |  |  |  |  |  |

information in the way described in Section II and the Newton method is applied to find the position of the corresponding periodic orbit. The numbers $\mathrm{P}_{\mathrm{sd}}(p)$ of period- $p$ orbits found are given in Table I. The total number of periodic orbits found is 386887. The total computation time needed to find all period- $p$ orbits with $p \leq p_{\max }$ is 136 seconds for $p_{\max }=20,16$ minutes for $p_{\max }=25$ and 3.5 hours for $p_{\max }=30$. The most time consuming parts of the search procedure are steps 4 and 5 (see Section II), which for $p_{\max }=30$ require $39.5 \%$ and $59.7 \%$ of the total computation time, respectively. Other steps are fast and require less than $1 \%$ of the total computation time.

The number of periodic orbits found with the period $p \leq 20$ is 3655 . This is in agreement with the results reported in [11], where all periodic orbits with periods $p \leq 20$ were found using rigorous interval arithmetic based calculations. This consistence confirms that the proposed method is successful in finding all short periodic orbits.

For comparison, we also report results obtained using the trajectory monitoring approach where initial guesses for the Newton method are $\delta$ pseudo periodic orbits with $\delta=0.05$ found in a chaotic trajectory of the length $N=2 \cdot 10^{7}$. The total computation time is 40 hours. The numbers $\mathrm{P}_{\mathrm{tr}}(p)$ of period$p$ orbits found are presented in Table I. The total number of periodic orbits found is $\mathrm{P}_{\operatorname{tr}}(\leq 30)=102813$, which is $26 \%$ of the number $\mathrm{P}_{\mathrm{sd}}(\leq 30)=391018$ of orbits found using the
symbolic dynamics based method. This is in spite of the fact that the computation time is several times longer.
The numbers of periodic orbits found using both methods are the same for $p \leq 18$. The length $\mathrm{n}_{\mathrm{tr}}(p)$ of a trajectory needed to find all period $-p$ orbits using the trajectory monitoring approach grows exponentially with $p$ and exceeds $N=2 \cdot 10^{7}$ for $p>18$. The inferior performance of the trajectory monitoring approach is a consequence of multiple application of the Newton method to find a given periodic orbit, whereas in the symbolic dynamics based approach each symbol sequence is considered only once.

## B. The Case $a=5.7, b=0.32$

Let us now consider the case $a=5.7, b=0.32$. A trajectory of the return map $P$ is plotted in Fig. 3(a). The plot of $y_{n+1}$ versus $y_{n}$ presented in Fig. 3(b) has two extreme values. Based on this plot, we define the symbolic representation of trajectories with three symbols. From a trajectory $\left(w_{k}\right)_{k=0}^{N-1}=\left(x_{k}, y_{k}, z_{k}\right)_{k=0}^{N-1}$ with $N=10^{6}$ we find the points $w_{m_{0}}$ and $w_{m_{1}}$ with the maximum and minimum value of the $y$ coordinate $\left(y_{m_{0}} \approx-1.904864\right.$ and $\left.y_{m_{1}} \approx-12.852833\right)$. The $y$ coordinates of the preimages $w_{m_{0}-1}$ and $w_{m_{1}-1}$ are selected to define the symbolic dynamics with three symbols: $y_{m_{0}-1} \approx-9.7042958$ and $y_{m_{1}-1} \approx-5.7424029$. Based on these threshold values the symbol associated with the point $w=(y, z)$ is defined as

$$
\sigma= \begin{cases}0 & \text { if } y<-9.7042958 \\ 1 & \text { if } y \in[-9.7042958,-5.7424029) \\ 2 & \text { if } y \geq-5.7424029\end{cases}
$$

The division of the state space into regions corresponding to different symbols is shown in Fig. 3(b). In the region $s=1$ one can see two branches of the attractor.

Scanning a trajectory with the length $N=10^{7}$, we find 11 forbidden sequences with the length $l \leq l_{\max }=8$ : (00), (012), (221), (222), (0110), (2202), (01112), (220101), (0101111), (0201111), (01111011). The numbers $\mathrm{S}_{\mathrm{nf}}(p)$ of non-forbidden cyclically different symbol sequences with period $p$ are reported in Table II.

Due to a much larger number of short periodic orbits the search for periodic orbits is limited to periodic orbits with periods $p \leq p_{\max }=20$. The numbers $\mathrm{P}_{\mathrm{sd}}(p)$ of period- $p$ orbits found are presented in Table II. The total number of periodic orbits found is $\mathrm{P}_{\mathrm{sd}}(\leq 20)=985572$. The total time needed to find all periodic orbits with periods $p \leq p_{\max }$ is 9 minutes for $p_{\max }=15$ and 8.2 hours for $p_{\max }=20$.

For comparison, the trajectory monitoring approach with a trajectory of the length $N=4 \cdot 10^{7}$ is applied to find periodic orbits with periods $p \leq 20$. The total computation time is 19.5 hours. The number $\mathrm{P}_{\text {tr }}(p)$ of periodic orbits found using this method is the same as for the symbolic dynamics based method for $p \leq 10$. The total number of periodic orbits found using the trajectory monitoring approach is $\mathrm{P}_{\mathrm{tr}}(\leq 20)=$ 246739 , which is $25 \%$ of the number $\mathrm{P}_{\mathrm{sd}}(\leq 20)=985572$.

## C. Topological Entropy

Based on the number of periodic orbits, one may estimate the value of the topological entropy of the return map

TABLE II
PERIODIC ORBITS FOR $a=5.7, b=0.32$

| $p$ | $\mathrm{~S}_{\text {all }}(p)$ | $\mathrm{S}_{\mathrm{nf}}(p)$ | $\mathrm{P}_{\mathrm{sd}}(p)$ | $\mathrm{P}_{\mathrm{tr}}(p)$ | $\mathrm{n}_{\mathrm{tr}}(p)$ |
| :---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 3 | 1 | 1 | 1 | 1291 |
| 2 | 3 | 3 | 3 | 3 | 1892 |
| 3 | 8 | 2 | 2 | 2 | 1508 |
| 4 | 18 | 6 | 6 | 6 | 24870 |
| 5 | 48 | 10 | 10 | 10 | 24880 |
| 6 | 116 | 21 | 21 | 21 | 80556 |
| 7 | 312 | 40 | 40 | 40 | 376563 |
| 8 | 810 | 80 | 80 | 80 | 476913 |
| 9 | 2184 | 158 | 156 | 156 | 5880658 |
| 10 | 5880 | 327 | 321 | 321 | 13946108 |
| 11 | 16104 | 667 | 654 | 653 | $>40000000$ |
| 12 | 44220 | 1379 | 1353 | 1337 | $>40000000$ |
| 13 | 122640 | 2862 | 2792 | 2671 | $>40000000$ |
| 14 | 341484 | 5988 | 5850 | 5197 | $>40000000$ |
| 15 | 956576 | 12552 | 12210 | 9605 | $>40000000$ |
| 16 | 2690010 | 26478 | 25758 | 16908 | $>40000000$ |
| 17 | 7596480 | 56012 | 54312 | 27516 | $>40000000$ |
| 18 | 21522228 | 118929 | 115232 | 42313 | $>40000000$ |
| 19 | 61171656 | 253248 | 244774 | 59909 | $>40000000$ |
| 20 | 174336264 | 540780 | 521997 | 79990 | $>40000000$ |
| $\leq 20$ | 268807044 | 1019543 | 985572 | 246739 |  |



Fig. 4. Topological entropy of the return map $P$ for $a=5.7, b=0.2$ (blue circles), and for $a=5.7, b=0.32$ (red stars).
$P$ using the formula $\mathrm{h}(P)=\lim \sup _{p \rightarrow \infty} p^{-1} \log \mathrm{Q}_{p}$, where $\mathrm{Q}_{p}$ is the number of fixed points of $P^{p}$ [21]. The estimates $\mathrm{h}_{p}=p^{-1} \log \mathrm{Q}_{p}$ obtained from the results presented in Tables I and II are plotted in Fig. 4. The convergence of the estimates $\mathrm{h}_{p}$ is another indication that the proposed method is successful in finding the majority of short periodic orbits embedded in a chaotic attractor.

From the results obtained, it follows that the topological entropy of the return map $P$ is approximately $\mathrm{h}(P) \approx 0.5098$ for the classical case and $\mathrm{h}(P) \approx 0.808$ for the second case. We may conclude that the dynamics for the second case is topologically much more complex than for the classical case.

## IV. CONCLUSION

A systematic method to find unstable periodic orbits embedded in chaotic attractors was proposed. The method is based on symbolic representation of trajectories belonging to the attractor. Symbolic representations are used to find non-forbidden sequences and to construct initial guesses for the Newton method. The Newton method is applied to find accurate positions of unstable periodic orbits. The method was applied to the analysis of the Rössler system. Two cases were considered with symbolic representations defined on two and three symbols, respectively. It was confirmed that the method is capable of finding the majority (perhaps all) of short periodic orbits in
a relatively short time. It was shown that the proposed method outperforms the trajectory monitoring based approach both in terms of the number of periodic orbits found and the computation time. The proposed method is applicable to a wide class of discrete and continuous dynamical system for which a symbolic representation of trajectories can be defined.
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