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Optimal Switch Placement in Radial
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Abstract—The problem of the optimal placement of sectional-
izing switches in radial distribution networks is studied. Tree-
structure based algorithms for the computation of performance
indexes for the given positions of sectionalizing switches are pre-
sented. It is shown that the algorithms are very efficient and can be
useful in search methods that require the evaluation of reliability
indexes for a large number of test selections. Efficient determin-
istic algorithms are presented to find the optimal allocation of a
given number of sectionalizing switches to minimize a selected per-
formance/reliability index. The performance of the algorithms is
assessed using the existing distribution networks of various sizes.
It is shown that the proposed algorithms outperform the state-of-
the-art approaches in terms of computational efficiency.

Index Terms—Power distribution reliability, protective device,
sectionalizing switch, SAIDI, SAIFI, AENS.

I. INTRODUCTION

R EDUCING the frequency and duration of power interrup-
tions to customers is one of the main objectives in the

design of distribution networks [1]–[3]. Improving reliability
and reduction of costs associated with power outages may be
achieved by the introduction of automatic switching devices
(sectionalizing switches).

In this work, we study the problem of optimal placement
of sectionalizing switches in radial distribution networks to
improve reliability and reduce power outage costs. We will
consider the problems of minimization of three performance
indexes: SAIDI (System Average Interruption Duration Index),
SAIFI (System Average Interruption Frequency Index), and
AENS (Average Energy Not Supplied). Several solutions to
these problems have been proposed, including genetic algo-
rithms [4], simulated annealing [5], immune algorithms [6], par-
ticle swarm optimization [7], and ant colony optimization-based
methods [8]. These algorithms belong to the class of heuristic
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approaches and can be characterized by long computation times
and no guarantee that the optimal solution has been found.

In [9], a sequential optimization algorithm using thinning
techniques to reduce the search space is described. The authors
claim that the proposed algorithm is capable of finding the op-
timal solution for real size networks. It will be shown that this
algorithm may produce suboptimal results. A fuzzy dynamic
programming approach is presented in [10]. Improving reliabil-
ity in radial distribution systems with distributed generation is
studied for example in [11], [12]. Sectionalizing strategy for par-
allel system restoration is discussed in [13], [14]. The problem
of optimal switch placement considering switch malfunction is
studied in [15].

The state-of-the-art methods to solve optimization problems
related to optimal switch placement are based on integer pro-
gramming. A binary programming based approach to optimize
the SAIFI index is presented in [16]. In [17], mixed integer
linear programming (MILP) is utilized for the minimization of
customer outage costs in networks without and with alterna-
tive supply paths. Application of these techniques to systems
with distributed generation is presented in [12]. Mixed integer
nonlinear programming is used to solve the simultaneous opti-
mal allocation of sectionalizing switches and protective devices
in [18], [19]. In these approaches the switch placement prob-
lem is modeled as a MILP problem. Commercial solvers can
solve the resulting optimization problems in a computationally
efficient manner using for example the branch-and-bound algo-
rithm. The number of test solutions which has to be considered
in the branch and bound algorithm to ensure that the optimal so-
lution is found grows exponentially with the complexity of the
optimization problem. In consequence, optimization problems
can be successfully solved only for networks of a limited size.
Therefore, in many cases, additional constrains in the allowed
positions of switches are introduced to improve the performance
of MILP solvers. In practice, the number of possible switch loca-
tions and the maximum number of switches are usually less than
100 and 10, respectively. Additionally, economic constrains are
often introduced to limit the search space.

In this work, we propose fast algorithms based on a tree
structure of radial distribution networks. The algorithms use the
dynamic programming approach. Partial solutions are found re-
cursively starting from load nodes and proceeding towards the
generator node. At each node all partial solutions which may
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produce the optimal complete solution are remembered. The
number of solutions, which are considered is reduced by in-
troducing partial ordering of admissible solutions and eliminat-
ing partial solutions which cannot lead to the optimal solution.
A version of this algorithm for the optimization of AENS is
presented in [20]. Here, we present a more detailed description
of the algorithm, extend it to optimize other performance indexes
(SAIDI and SAIFI), and discuss its computational complexity.
We also compare the performance of the algorithms with the
state-of-the-art methods using existing distribution networks of
various sizes as examples. We show that the proposed algorithms
are orders of magnitudes faster than existing methods. In con-
sequence, the optimization problem at hand can be efficiently
solved for larger networks without the necessity to introduce
additional constrains to the optimization problem. Another ad-
vantage of the proposed approach is that no commercial solvers
are needed to find the optimal solution—the algorithms can be
easily implemented in the C++ programming language or in the
MATLAB environment.

The layout of the paper is as follows. In Section II, the prob-
lem is defined and proposed algorithms are presented in detail.
In Section III, case studies are employed and high efficiency of
the algorithms is confirmed. It is shown that the sequential op-
timization algorithm presented in [9] may produce suboptimal
results. Using existing distribution networks of different sizes, it
is shown that the proposed algorithms significantly outperform
state-of-the-art methods.

II. OPTIMAL PLACEMENT OF SECTIONALIZING SWITCHES

A. Problem Definition

We assume that the network has a radial structure and con-
tains m connection lines. It follows that the number of nodes is
n = m+ 1. Let V = {v1, v2, . . . , vn} denote the set of nodes.
We assume that there is a single generator/supply node and m
load and distribution nodes. To simplify the presentation, we
assume that the index of the supply node is n. Each load node
is connected to a single node. For each load node there exist a
unique path connecting it to the supply node. It follows that the
graph representation of the network has a tree structure, with the
generator being the root of the tree and load nodes being leaves
(nodes without children).

For 1 ≤ j ≤ m by cj we denote the line segment between
the node vj and its parent node. Let λvj

and λcj be the average
failure rates (the average number of failures during the period of
analysis; usually one year) of the node vj and the line segment
cj , respectively. Let τvj

and τcj be the average failure durations
for the node vj and the line segment cj , respectively. The aver-
age total duration of failures of a given element can be computed
as a product of the average failure rate λ and the average failure
duration τ of this element, i.e. tvj

= λvj
τvj

and tcj = λcjτcj .
Let us define λj = λvj

+ λcj and tj = tvj
+ tcj . Since the prob-

lems considered do not depend on failures of the supply node,
we may assume that λn = 0 and tn = 0.

LetNj ≥ 0 andPj ≥ 0be the number of users and the average
(active) power of the node vj . In practice,Pj > 0 andNj > 0 for
load nodes and Pj = Nj = 0 for other nodes. The total average

power is P̄ =
∑n

i=1 Pi, the total failure rate is λ̄ =
∑n

i=1 λi,
and the total duration of failures is t̄ =

∑n
i=1 ti.

The two most popular indexes used in reliability analysis of
power networks are the System Average Interruption Frequency
Index (SAIFI) and the System Average Interruption Duration
Index (SAIDI) [1], [5].

SAIFI is the average number of interruptions during one year
for a single user. It is defined as the total number of interruptions
counted independently for each user divided by the total number
of users N̄ =

∑n
j=1 Nj . SAIDI is the average outage duration.

It is calculated as the sum of the durations of all interruptions
counted independently for each user divided by N̄ . SAIFI and
SAIDI are defined as

SAIFI =

∑n
j=1 μjNj

∑n
j=1 Nj

, SAIDI =

∑n
j=1 UjNj

∑n
j=1 Nj

, (1)

where n = m+ 1 is the number of nodes, μj is the outage rate
of the node vj , i.e. the average number of interruptions involving
the node vj during one year, and Uj is the total duration of all
interruptions involving the node vj during one year.

The Average Energy Not Supplied (AENS) is defined as the
average value of energy not supplied to users during the period
of analysis due to failures

AENS =

n∑

j=1

UjPj . (2)

For a given network, coefficients SAIFI, SAIDI, and AENS
can be reduced by introducing sectionalizing switches at selected
line segments. If a failure occurs behind the switch we may
disconnect a part of the grid and energy supply to the remaining
part of the grid may be continued in spite of the fault. If there is
a switch at the line segment cj we will say for short that there
is a switch at the position j. A switch at this position should be
placed close to the parent of vj . This choice guarantees that this
switch can be activated for all failures involving the line segment
cj .

Let Q = {i1, i2, . . . , ip} ⊂ Im = {1, 2, . . . ,m} be a set of
positions of sectionalizing switches. Let us denote byAENS(Q)
the average energy not supplied if there are switches at the po-
sitions in the set Q. If there are no sectionalizing switches in
the network (Q = ∅) then a failure at any location in the grid
causes energy supply interruption in the entire network. In con-
sequence, Uj = const =

∑n
i=1 ti and

AENS(∅) =
n∑

i=1

Pi

n∑

j=1

tj = P̄ · t̄. (3)

The optimization problem is to find for a given p ∈
{1, 2, . . . ,m} the minimum value of AENS which can be ob-
tained using p sectionalizing switches

AENSmin(p) = min
Q:#Q=p

AENS(Q), (4)

and the corresponding positions of switches, where #Q denotes
the cardinality of Q.

Other optimization problems are defined in a similar way. Let
SAIFI(Q) and SAIDI(Q) be the SAIFI and SAIDI indexes for
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the case of sectionalizing switches located at the positions in
the set Q. With no switches we have μj = const =

∑n
i=1 λi,

Uj = const =
∑n

i=1 ti, and in consequence

SAIFI(∅) =
n∑

j=1

λj = λ̄, SAIDI(∅) =
n∑

j=1

tj = t̄. (5)

The optimization problems involvingSAIFI andSAIDI indexes
are to find for a given p ∈ {1, 2, . . . ,m}

SAIFImin(p) = min
Q:#Q=p

SAIFI(Q), (6)

SAIDImin(p) = min
Q:#Q=p

SAIDI(Q), (7)

and the corresponding positions of sectionalizing switches.

B. Efficient Computation of SAIFI, SAIDI, and AENS

Let us introduce several notions which are useful for the eval-
uation of SAIFI, SAIDI, and AENS. For j ∈ Im let us denote
by Cj the set of indexes of children of vj . By Dj we denote the
set containing the index j and indexes of descendants of vj . Let
P̄j denote the sum of average powers of the node vj and its de-
scendants, i.e. P̄j =

∑
i∈Dj

Pi. In a similar way, we define the
sum of average failure times t̄j , the sum of failure rates λ̄j and
the total number of users for the node vj and its descendants:
t̄j =

∑
i∈Dj

ti, λ̄j =
∑

i∈Dj
λi, and N̄j =

∑
i∈Dj

Ni.
Let us consider an arbitrary set Q ⊂ Im. First, we present

the tree-structure based algorithm for the computation of
AENS(Q). The switch at the position j ∈ Q is active only if a
failure occurs beyond this switch but not beyond other switches
in Qj = Q ∩Dj . It follows that the activation time for this
switch can be computed as t̄j −

∑
i∈Rj

t̄i, where Rj is the set
of switches in Qj , which can be reached from vj without pass-
ing through another switch. When the switch at the position j
is active, the part of the grid containing the node vj and its de-
scendants is switched off. It follows that due to the presence of
a sectionalizing switch at the position j, AENS is decreased by
the product of the activation time of this switch and the total
power (P̄ − P̄j) of load nodes which are active when the switch
at the position j is active. Hence

AENS(Q) = P̄ · t̄−
∑

j∈Q

(
P̄ − P̄j

)
⎛

⎝t̄j −
∑

i∈Rj

t̄i

⎞

⎠ . (8)

A recursive procedure to compute AENS(Q) is presented as
the Algorithm 1. To explain how the algorithm works let us
define the notion of a partial solution. The partial solution s
generated by Q at the position j involves switches located in
the set Dj . Qs = Q ∩Dj is the set of switches in the partial
solution s. For the partial solution s we define the gain gs to be
the gain in the average energy not supplied obtained by using
the partial solution s

gs = P̄ · t̄−AENS(Qs) =
∑

j∈Qs

(
P̄ − P̄j

)
⎛

⎝t̄j −
∑

i∈Rj

t̄i

⎞

⎠ .

(9)

Algorithm 1: Tree Algorithm to Compute AENS(Q).

Precondition: Q is the set of switch positions
1: function VISITNODE(Q, j)
2: (gs, as)← (0, 0)
3: for i ∈ Cj do � process children
4: (gr, ar)←visitNode(Q, i)
5: (gs, as)← (gs + gr, as + ar)
6: end for
7: if j ∈ Q then
8: gs ← gs + (P̄ − P̄j)(t̄j − as)
9: as ← t̄j

10: end if
11: return (gs, as)
12: end function
13: function AENS(Q)
14: (gs, as)←visitNode(Q,m+ 1)
15: return P̄ · t̄− gs
16: end function

The total activation time as of the partial solution s is the total
time for which switches in Qs are active

as =

{
t̄j if j ∈ Qs∑

i∈Rj
t̄i if j 	∈ Qs.

(10)

The Algorithm 1 recursively computes gains gs and total acti-
vation times as for partial solutions starting from load nodes and
moving towards the root node. The nodes are visited using the
depth-first search (DFS) algorithm in which a given node is pro-
cessed after all its children have been processed [21]. If j 	∈ Q
then the gain and the total activation time are simply the sums of
children gains and total activation times (line 5). In the opposite
case, the gain has to be increased by (P̄ − P̄j)(t̄j − as) (line 8),
while the total activation is assigned the value t̄j (line 9). At
the final step the gain at the root node (generator) is subtracted
from AENS(∅) (line 15). If the total average power P̄ is known,
the computations can be completed in a single pass of the tree
structure, and in consequence the algorithm is very fast.

Similarly as for AENS(Q) one may derive the following
formulas:

SAIDI(Q) = t̄− 1

N̄

∑

j∈Q

(
N̄ − N̄j

)
⎛

⎝t̄j −
∑

i∈Rj

t̄i

⎞

⎠ , (11)

SAIFI(Q) = λ̄− 1

N̄

∑

j∈Q

(
N̄ − N̄j

)
⎛

⎝λ̄j −
∑

i∈Rj

λ̄i

⎞

⎠ . (12)

The algorithms to evaluate SAIDI(Q) and SAIFI(Q) are
similar to the Algorithm 1. To compute SAIDI(Q) we have to
replace line 8 in the Algorithm 1 by gs ← gs + (N̄ − N̄j)(t̄j −
as) and replace P̄ · t̄− gs by t̄− gs/N̄ in line 15. To
compute SAIFI(Q) we have to replace line 8 by gs ← gs +
(N̄ − N̄j)(λ̄j − as), replace line 9 by as ← λ̄j and replace
P̄ · t̄− gs by λ̄− gs/N̄ in line 15.
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C. Fast Deterministic Algorithms to Optimize the Positions of
Sectionalizing Switches

In this section, we present deterministic algorithms to min-
imize AENS, SAIFI, and SAIDI for a given number of sec-
tionalizing switches. First, we present the algorithm to optimize
AENS. Let pmax be the maximum number of sectionalizing
switches to be considered. The general idea is to recursively
construct partial solutions with p ≤ pmax proceeding from load
nodes up the tree structure. Partial solutions for a given node
are constructed based on partial solutions found previously for
its children. When the generator node is reached, we have so-
lutions for the whole grid for all p ≤ pmax and select the ones
maximizing AENS.

Let us describe how to generate the setSj of partial solutions at
the position j. For each load node there are two partial solutions
involving this node. The first one is the partial solution without a
switch for which Qs = ∅, as = 0, gs = 0. The second one with
Qs = {j}, as = t̄j , gs = (P̄ − P̄j)t̄j is the partial solution with
a switch at the position j.

Let us now consider an arbitrary node vj . Let Cj =
{i1, i2, . . . , ik} be the set of indexes of children of vj . Let us
consider a selection s1 ∈ Si1 , s2 ∈ Si2 , ..., sk ∈ Sik of partial
solutions for nodes in Cj . Using this selection, we can con-
struct a partial solution at the position j in two ways. If we
do not add a switch at the position j then Qs =

⋃k
i=1 Qsi ,

as =
∑k

i=1 ask , and gs =
∑k

i=1 gsk . If we add a switch at the
position j then Qs =

(⋃k
i=1 Qsi

) ∪ {j}, as = t̄j , and gs =
∑k

i=1 gsk + (P̄ − P̄j)
(
t̄j −

∑k
i=1 ask

)
. The set of partial so-

lutions Sj is obtained by considering all possible combinations
(s1, s2, . . . , sk) of partial solutions at positions in Cj . Note that
this procedure can also be used to generate the set of partial so-
lutions for user nodes (with k = 0). In this case we consider a
single empty selection.

The idea described above is presented as the Algorithm 2. Data
concerning a partial solutions s is stored as a triplet (gs, as, Qs).
To find the best solution the procedure FINDPARTIALSOLUTIONS

is called with j = m+ 1 (line 25). On exit, the set Sm+1 con-
tains all solutions with the number of switchesp ≤ pmax. The so-
lution in the set Tp = {(gs, as, Qs) ∈ Sm+1 : #Qs = p} with
the maximum value of gs is the solution of the optimization
problem (4) for the case of p switches.

The Algorithm 2 generates all partial solutions with the num-
ber of switches p ≤ pmax. This leads to an exponential growth
of the number of partial solutions which has to be considered
when we move up the tree structure. In consequence, the al-
gorithm becomes unusable for larger networks. To reduce the
computation time it is necessary to eliminate some partial so-
lutions. One option is to store for each node vj and for each
p ≤ pmax at most one partial solution at the position j with
p switches. For the root node the maximum value of the gain
gs is equivalent to the minimum value of AENS. Hence, a
natural choice is to select the partial solution maximizing gs.
This may however lead to elimination of the optimal solu-
tion because a partial solution with a lower gain gs at a given
node may have a larger contribution to the gain at the root
node.

Algorithm 2: Find AENSmin(p) for p ≤ pmax.

1: procedure ADDPARTIALSOLUTION(gs, as, Qs, j, Sj)
2: if #Qs ≤ pmax then
3: Sj ← Sj ∪ {(gs, as, Qs)}
4: end if
5: end procedure
6: procedure FINDPARTIALSOLUTIONS(j, Sj)
7: {i1, i2, . . . , ik} ← Cj � children of j
8: for �← 1, k do � process children
9: FINDPARTIALSOLUTIONS(i�, Si� )

10: end for
11: Sj ← ∅
12: repeat
13: select (gs� , as� , Qs�) ∈ Si� for � = 1, 2, . . . , k

14: gs ←
∑k

�=1 gs� � gs ← 0 if k = 0

15: as ←
∑k

�=1 as� � as ← 0 if k = 0

16: Qs ←
⋃k

�=1 Qs� � Qs ← ∅ if k = 0
17: ADDPARTIALSOLUTION(gs, as, Qs, j, Sj)
18: gs ← gs + (P̄ − P̄j)(t̄j − as)
19: as ← t̄j
20: Qs ← Qs ∪ {j}
21: ADDPARTIALSOLUTION(gs, as, Qs, j, Sj)
22: until no more selections
23: end procedure
24: procedure optimizeAENS(pmax)
25: FINDPARTIALSOLUTIONS(m+ 1, Sm+1)
26: for p← 1, pmax do
27: Tp ← {(gs, as, Qs) ∈ Sm+1 : #Qs = p}
28: select (gs, as, Qs) ∈ Tp with the largest gs
29: end for
30: end procedure

Let us discuss how to identify partial solutions which can-
not generate the optimal solution. Let us consider two partial
solutions s′ and s′′ at the position j with the same number of
switches #Qs′ = #Qs′′ . We will show that if

gs′ ≥ gs′′ , gs′ − gs′′ ≥ (P̄ − P̄j)(as′ − as′′) (13)

then complete solutions constructed using s′′ cannot be better
than solutions constructed using s′, and therefore the partial
solution s′′ can be eliminated.

Let r′ and r′′ be two complete solutions which are constructed
using s′ and s′′, respectively. We assume that the solutions r′

and r′′ differ only within Dj . If for the solutions r′ and r′′

there is no switch between the node vj and the root node then
gr′ − gr′′ = gs′ − gs′′ ≥ 0 and hence the solution r′′ is not better.
Now, let us assume that for the solutions r′ and r′′ there is a switch
at the position i,vj is a descendant ofvi and that there is no switch
on the path from vi to vj . In this case the gain difference can be
computed as gr′ − gr′′ = gs′ − gs′′ − (P̄ − P̄i)(as′ − as′′). It is
clear that if gs′ ≥ gs′′ and as′ ≤ as′′ then gr′ ≥ gr′′ , and hence the
solution r′′ is not better. Let us now assume that as′ ≥ as′′ . Since
P̄i ≥ P̄j we obtain −(P̄ − P̄i)(as′ − as′′) ≥ −(P̄ − P̄j)(as′ −
as′′) and gr′ − gr′′ = gs′ − gs′′ − (P̄ − P̄i)(as′ − as′′) ≥ gs′ −
gs′′ − (P̄ − P̄j)(as′ − as′′) ≥ 0. The last inequality follows
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Algorithm 3: Add Partial Solution (An Improved Version).
1: procedure ADDPARTIALSOLUTION(gs, as, Qs, j, Sj)
2: if #Qs > pmax then � too many switches
3: return
4: end if
5: T ← {(gr, ar, Qr) ∈ Sj : #Qr = #Qs}
6: for (gr, ar, Qr) ∈ T do
7: if gs ≥ gr and gs − gr ≥ (P̄ − P̄j)(as − ar)

then
8: Sj ← Sj \ {(gr, ar, Qr)}
9: end if

10: end for
11: T ← {(gr, ar, Qr) ∈ Sj : #Qr = #Qs}
12: for (gr, ar, Qr) ∈ T do
13: if gs ≤ gr and gs − gr ≤ (P̄ − P̄j)(as − ar)

then
14: return � skip (gs, as, Qs)
15: end if
16: end for
17: Sj ← Sj ∪ {(gs, as, Qs)} � add (gs, as, Qs)
18: end procedure

from (13). We have shown that if the conditions (13) are sat-
isfied then s′′ can be skipped.

The improved procedure to add partial solutions with the elim-
ination of partial solutions, which cannot produce the optimal
global solution is presented as the Algorithm 3.

The Algorithms 2 and 3 can be modified to optimize SAIDI
and SAIFI. Changes in the Algorithm 2 are as follows. To op-
timize SAIDI one should replace line 18 by gs ← gs + (N̄ −
N̄j)(t̄j − as). To optimize SAIFI one should replace line 18 by
gs ← gs + (N̄ − N̄j)(λ̄j − as) and replace line 19 by as ← λ̄j .
In the Algorithm 3 one should replace (P̄ − P̄j) by (N̄ − N̄j)
for the optimization of both SAIDI and SAIFI.

The Algorithms 2 and 3 are guaranteed to find the optimal
solution. In the Algorithm 2 each node is visited only once.
The total number of partial solutions depends on the number of
selections which are considered at each node. In the following
section, we show that the Algorithm 3 significantly reduces the
number of partial solutions which have to be considered.

III. SIMULATION RESULTS

In this section, we carry out a feasibility study of the algo-
rithms presented in Section II and compare the performance of
the proposed method with existing methods. Case studies in-
volve existing radial distribution networks of different sizes.

First, we consider several existing networks located in the
southern part of Poland. Data for these networks provided by an
electricity company includes topology of the network, lengths
and types of line segments, average power and the number of
users for each load node, and history of faults. From the his-
tory of failures occurring during a two years period, failure
rates and average failure durations for different types of ele-
ments are computed. The average number of faults is 3.1 in
one year for every 100 km of a line segment. The average

Fig. 1. An example distribution network with m = 76 line segments. The
solution of the optimization problem AENSmin(4) is Q = {3, 17, 23, 32}.

failure rate of a given line segment cj can be computed as
λcj = 3.1× 10−5lj , where lj is the line segment’s length in
meters. The observed average fault duration is τcj = 0.983 h.
The average total duration of failures of the line segment cj
is tcj = τcjλcj = 0.983 · 3.1× 10−5lj . The average number of
faults in one year is λvj

= 0.03 for user nodes and λvj
=

0.002 for distribution nodes. The average duration of the fault
is τvj

= 1h and τvj
= 0.5 h for user and distribution nodes,

respectively.
We consider four example grids differing by network size m.

The smallest network with m = 76 line segments is shown in
Fig. 1. The supply node, distribution nodes, and user nodes are
plotted as a red square, yellow circles, and green hexagons, re-
spectively. Other networks contains 112, 199, and 262 line seg-
ments, respectively. All data defining these networks necessary
to carry out the computations reported in this work can be found
at http://www.zet.agh.edu.pl/power/pes2019. All computations
are carried out using a single core 3.4 GHz processor.

First, let us test the speed of the Algorithm 1 for the evalua-
tion of AENS, SAIDI, and SAIFI. We carry out the exhaustive
search (ES) to find optimal positions of p ≤ pmax sectional-
izing switches. In the ES method all possible selections of p
switches are considered to find the minimum value of a given
performance index. The number pmax for a given network is se-
lected in such a way that computations are completed in less than
10 hours. The results are presented in Table I. We report the num-
ber NES =

∑pmax

p=0

(
m
p

)
of evaluations in the exhaustive search

method, the computation time tES and the number NES/tES of
evaluations which are computed in one second. One can see that
computation times for all performance indexes are similar. The
algorithms are very fast. In one second, each performance index
can be evaluated for 70000 to 240000 test selections depend-
ing on the network size. It follows that the Algorithm 1 may
be useful in the ES method for a small number of switches or
in heuristic methods where reliability indexes are evaluated for
many test selections.
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TABLE I
THE PERFORMANCE OF THE ALGORITHM TO COMPUTE AENS, SAIDI,

AND SAIFI

Below, we assess the performance of the tree search method
(TS) which uses Algorithms 2 and 3 for the optimization of
AENS. Results obtained in the optimization of SAIFI and
SAIDI are similar and are not reported for the sake of brevity. For
comparison, we also present results obtained using the exhaus-
tive search method (ES), the mixed integer linear programming
(MILP) approach and the Celli-Pilo (CP) algorithm [9].

In order to use the MILP approach we need to formulate the
optimization problem at hand as a mixed integer linear pro-
gramming problem. The mixed integer linear programming is a
general technique to solve optimization problems where some
or all variables are restricted to be integers. Let us recall that
the set Dj contains the index j and indexes of descendants of
vj . For i ∈ Dj , i 	= j let us denote by Eij the set of indexes of
nodes belonging to the interior of the unique path from vi to vj .
If vj is a parent of vi then Eij = ∅. The MILP formulation of
the optimization problem (4) is the following: minimize

AENS(x) = P̄ · t̄

−
m∑

j=1

xj

(
P̄−P̄j

)
⎛

⎝t̄j−
∑

i∈Dj ,i	=j

xit̄i
∏

k∈Eij

(1−xk)

⎞

⎠

(14)

under the conditions
m∑

j=1

xj = p, xj ∈ {0, 1} for j ∈ {1, 2, . . . ,m}, (15)

where p is the number of switches and x = (x1, x2, . . . , xm) ∈
{0, 1}m represents positions of switches; xj = 1 if there is a
switch at the position j and xj = 0 otherwise. The problem (14),
(15) is a nonlinear binary programming problem with m vari-
ables and a single equality constrain. This problem can be trans-
formed into a linear binary programming problem by introduc-
ing auxiliary variables. A nonlinear termaxixj

∏
k∈Eij

(1− xk)
can be converted to a linear binary term by introducing an
auxiliary variable z = xixj

∏
k∈Eij

(1− xk) and two inequality
constrains (2 + s)z ≤ xi + xj +

∑
k∈Eij

(1− xk) ≤ z + (s+

2)− 1, where s = #Eij . The inequalities ensure that z = 1 if
and only if xi = xj = 1 and xk = 0 for all k ∈ Eij . For each
pair (j, i)with 1 ≤ j ≤ m and i ∈ Dj , i 	= j we introduce a sin-
gle auxiliary variable. Hence, the total number of auxiliary vari-
ables maux is equal to the total number of descendants counted

independently for each node maux =
∑m

j=1(#Dj − 1) and the
total number of inequality constrains is twice as much. In this
way, we arrive at a binary linear programming problem with
m+maux variables, a single equality constrain and 2maux in-
equality constrains.

To test the performance of the integer linear programming ap-
proach the linear binary programming problem described above
is written using a CPLEX LP file format and solved using the
MILP solver CPLEX 12.7 [22]. The branch-and-bound algo-
rithm is applied to efficiently solve MILP problems. The branch-
and-bound algorithm divides the search space and generates
a sequence of subproblems. First, the relaxed solution (with-
out integer constrains) is found and then a sequence of solu-
tions is generated to replace non-integer variables by integer
ones. A non-integer variable (a branching variable) defines ac-
tive nodes which are subproblems with additional constrains
forcing a given variable to be integer. At a given step of the
branch-and-bound algorithm an active node is selected, and the
corresponding subproblem is solved. Integer feasible solutions
(with integers variables) are used to cut off other active nodes.
Branching continues until there are no active nodes and the best
integer solution found is the solution of MILP. The number of
nodes generated in the branch-and-bound algorithm can grow
exponentially with the problem size. Several techniques (various
heuristics, cutting planes, or preprocessing) are used to improve
problem solvability.

The proposed tree search based algorithm uses a completely
different approach. It is not formulated in the form of MILP, aux-
iliary variables are not created, relaxed solution are not computed
and the concept of branching variables is not used. The algorithm
belongs to the class of dynamic programming methods. Partial
solutions are constructed proceeding from load nodes to the sup-
ply node. Note that there is no correlation between subproblems
in the branch-and-bound algorithm and partial solutions in the
proposed algorithm. The former are complete solutions of the
(partially) relaxed MILP problem, while the latter are solutions
of the optimization problem for a part of the network. Elimina-
tion of partial solutions allows to limit the search space without
even generating complete solutions. This is the main advantage
of the method which results in its efficiency. In the MILP ap-
proach the large number of auxiliary variables which have to
be defined for large networks is one of the reasons why this ap-
proach fails. No auxiliary variables are defined in the TS method.
Moreover, partial solutions constructed for a given p can be used
to construct partial solutions for p+ 1. For all these reasons, the
proposed algorithm is much faster than the MILP approach.

Let us now briefly recall the Celli-Pilo (CP) algorithm to mini-
mizeAENS. The algorithm starts by computingAENS obtained
by installing a single switch at a given node. This is done for
all nodes. In this way we obtain the set S1 of possible solutions
at the first decision level. In the pth step (p > 1) all solutions
from the step p− 1 are considered. For each solution Q ∈ Sp−1
solutions Q ∪ {j} with j 	∈ Q are tested. The solution which
minimizes AENS is added to the set of solutions Sp at the deci-
sion level p. The algorithm is stopped when p reaches pmax. The
solution Q ∈ Sp at the decision level p which minimizes AENS
is returned as the solution of the minimization problem (4) with
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TABLE II
OPTIMIZATION OF AENS FOR THE GRID WITH m = 76 LINE SEGMENTS.

RESULTS ARE REPORTED RELATIVE TO AENS(∅) = 7202 kWh

p sectionalizing switches. The CP algorithm can be viewed as
m runs of a greedy algorithm, which at each decision level se-
lects the position of a single sectionalizing switch to minimize
AENS. Runs differ by the selection of the node in the first step.
By construction, the algorithm is equivalent to the exhaustive
search method for p ≤ 2. It will be shown that for p ≥ 3 the CP
algorithm may produce suboptimal results.

Results of solving the problem of optimal switch allocation
in the network with m = 76 line segments using different algo-
rithms are presented in Table II. The results are reported relative
to the case with no switches (AENS(∅) = 7202 kWh). Optimal
values are written in bold. The first three methods (ES, MILP,
TS) always find the optimal solution. The CP method produces
suboptimal results for p = 4 and for p ≥ 10. The largest relative
difference of 3.7% is observed for p = 4. In this case the opti-
mal solution is Q = {3, 17, 23, 32} (see Fig. 1), while the CP
method finds the solution Q = {3, 13, 23, 32}.

Let us now compare the results in terms of the computation
time. For the TS and CP methods, we report the incremental
computation time, i.e., the computation time needed to solve the
problem for p+ 1 using solutions for p. The exhaustive search
method works for p ≤ 7. For p = 7 the number of test selec-
tions is above 2·109 and the computation time is approximately
2.5 hours. The MILP approach is much faster. For p = 7 the op-
timal objective function value is found after performing 24401
(dual simplex) iterations. The computation time is reduced to ap-
proximately 4 seconds, i.e. by the factor of 2000. The TS method
is several orders of magnitude faster than the MILP approach.
Computations for all p ≤ 15 are completed in 0.12 second. Dur-
ing the computations 12974 partial solutions are constructed.
The heuristic CP method requires evaluation of the objective
function for 68493 test selections and is slower than the TS
algorithm.

The results for networks with m = 112, 199, 262 line seg-
ments are reported in Table III. Conclusions are similar. The ES
method works only for small p. The MILP method fails to find
solutions form = 199, 262 and p > 10 in a reasonable time. The
TS algorithm finds optimal solution for the largest network for
all p ≤ 15 is less than 3 minutes. For m = 76, 112 this method

TABLE III
OPTIMIZATION OF AENS FOR THE GRID WITH m = 112, 199, 262 LINE

SEGMENTS. RESULTS ARE REPORTED RELATIVE TO AENS(∅)

is faster than the CP method, while for m = 199, 262 the CP
method is faster.

In several cases the CP method finds a suboptimal solution,
for example when m = 112 and 8 ≤ p ≤ 11. However, even in
cases when the algorithm fails to find the global minimum, the
quality of the solution is usually high. We conclude that the CP
algorithm is a fast heuristic method usually finding high quality
solutions of the optimization problems considered.

Let us now discuss the computational complexity of the algo-
rithms. The number of test selection, which should be considered
to solve the optimization problem with m line segments and p
switches using the ES method is NES =

(
m
p

)
. NES grows very

fast with p for large m. In consequence, the ES method is useful
for small p only.
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TABLE IV
THE NUMBER OF PARTIAL SOLUTIONS NPS FOR pmax = 15

For the CP algorithm, at each decision level the number of
solutions is limited by m. In the first step m solutions are con-
sidered. In subsequent steps, for each solution with p switches
no more thanm−p test solutions are compared. Hence, the num-
ber of evaluations is limited by NCP ≤ m+

∑pmax−1
p=1 m(m−

p) < m2pmax and the computational complexity is of the order
m3pmax (compare Tables II and III).

Let us now consider the TS method. In the best possible
scenario for each node we store only a single partial solu-
tion with p switches. In this case, the number of partial so-
lutions, which are stored at the node vi is not larger than
max(pmax,#Di). Hence, the total number of partial solutions
NPS is bounded by NPS ≤

∑m
j=1

∏
i∈Cj

(max(pmax,#D) +

1) ≤∑m
j=1(pmax + 1)#Cj , where #Cj is the number of chil-

dren of the node vj . In case of a binary tree (#Cj ≤ 2) we obtain
the bound NPS ≤ m(pmax + 1)2.

Let us now assume that the network has a structure of a com-
plete binary tree, i.e. the number of nodes n = m+ 1 is equal
to 2h+1 − 1, where h is the height of the tree (the length of
the longest path from the root node to a leaf). Let us assume
that leaf nodes are at the height 0, and the root node is at the
height h. At a given height k ∈ {0, 1, . . . , h} there are 2h−k

nodes. At each of them we need to consider 2 · 2k · 2k selec-
tions. Hence, the total number of selections to be considered
is
∑h

k=0 2
1+2k+h−k = 2h+1

∑h
k=0 2

k ≤ 22(h+1) = (m+ 2)2.
It follows that the complexity of the algorithm for pmax = m
is quadratic in m. This bound is valid for networks having a
structure of a complete binary tree under the assumption that
the maximum number of partial solutions with a fixed number
of switches which are stored at a given node is nmax = 1.

The number of partial solutions NPS generated during the
optimization of AENS and the corresponding value of nmax

is reported in Table IV. The rate of growth of NPS is faster
than m2. This is caused by the fact that the grid considered is
not a binary tree and is also related to the necessity of using
nmax > 1. However, the number of partial solutions is still very
low when compared with NES. Recall that without elimination
of partial solutions in the Algorithm 3 the number of complete
solutions in the TS method is equal to NES. Obtained results
confirm that the Algorithm 3 is very successful in limiting the
search space.

To test the performance of the methods for larger net-
works let us consider the IEEE 8500 Node Test Feeder [23],
[24]. The feeder data is available at http://sites.ieee.org/pes-
testfeeders/resources/. This test feeder is a large radial sys-
tem with 170 km of connection lines obtained from a real
US distribution network. It is published in two versions, with
balanced and with unbalanced secondaries. We consider the
former version, in which the network contains 3637 nodes in-
cluding 1177 user nodes. Relative coordinates of buses (nodes)

Fig. 2. The test distribution network with m = 3637 nodes.

are included in the feeder data. The network is shown in
Fig. 2.

Reliability data is not provided in the feeder data. However,
the data contains information on line segment lengths. We as-
sume that the failure rate is 5 failures per yer per 100 km of a
line segment. Under this assumption the average failure rate for
a line segment cj can be computed as λcj = 5× 10−5lj where
lj is the length in meters of the line segment cj . We assume that
the average failure duration is 1 h.

The whole network contains m = 3636 line segments, which
is the size of the search space. Apart from the supply node the
network contains 1387 single child nodes. Most of these nodes
are transformers connected directly to user nodes. Note that for
a single feeder network it does not make sense to put a section-
alizing switch in a line segment connecting a single child node
to its only child. It is always more efficient to put a sectionaliz-
ing switch in the line segment connecting a single child node to
its parent. This property permits reducing the search space. An
equivalent network with a smaller number of nodes is obtained
by skipping all single child nodes and merging reliability data
of single child nodes with reliability data of their children. More
specifically, if vj is a single child node and vi is its only child
we set λi = λi + λj and ti = ti + tj . Applying this procedure
to the network considered leads to a network with 2249 line
segments.

For test purposes we also generate three smaller networks. We
select a subnetwork containing 200 user nodes and paths con-
necting them to the supply node. After removing single child
nodes, we obtain a network with 383 line segments. In a sim-
ilar way starting from 300 and 600 user nodes, we obtain test
networks with 567, and 1148 line segments, respectively.

http://sites.ieee.org/pes-testfeeders/resources/
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TABLE V
OPTIMIZATION OF AENS FOR THE GRIDS WITH m = 383, 567, 1148 LINE

SEGMENTS. RESULTS ARE REPORTED RELATIVE TO AENS(∅)

First, let us compare the performance of optimization meth-
ods for networks with m = 383, 567, 1148 line segments. Opti-
mization results obtained forp ≤ 15using different optimization
methods are presented in Table V. Calculations are stopped when
the computation time exceeds 24 hours. The first three methods
always produce the optimal result provided that the computa-
tions are completed. The CP method produces optimal results for
all p ≤ 15 for the smallest network. Form = 567 andm = 1148
the CP method fails to find the optimal result for p > 4 and for
p > 6, respectively. The relative difference between the value of
the cost function for the CP solution and the optimal value is be-
low 1% form = 567 and belongs to [0.5%, 5.1%] form = 1148
and p ≥ 7. The largest relative difference is obtained for p = 13.

TABLE VI
OPTIMIZATION OF AENS FOR THE GRIDS WITH m = 2249, 3636 LINE

SEGMENTS. RESULTS ARE REPORTED RELATIVE TO AENS(∅)

It all cases the TS method is the fastest. The CP method is
slower and the difference grows with m. For example, the CP
method is 15 times slower than the TS method for m = 383
and 110 times slower for m = 1148. The ES method solves
the problem for p ≤ 4 in the first case and for p ≤ 3 in the
remaining cases. The MILP method find the optimal solu-
tions with p ≤ 6, p ≤ 5, and p ≤ 4 sectionalizing switches for
m = 383, 567, 1148, respectively. Let us note that for p ≤ 2 the
computation time for the MILP method is longer than for the
ES method. This is related to the large number of auxiliary vari-
ables maux = 11306, 22104, 63202 which are used in the MILP
method for networks with m = 383, 567, 1148 line segments,
respectively. The number of auxiliary variables is independent
on p. In consequence, the computations are slowed down even
for small p.

Finally, let us consider the whole network. We study two
cases: the simplified network with m = 2249 line segments ob-
tained by removing single child nodes and the original network
with m = 3636. The results are presented in Table VI. Let us
note that the results obtained for both networks are the same.
This confirms that the simplification procedure does not alter
the optimization problem.

The TS method is significantly faster than other methods. The
total computation time is 24.56 seconds and 40.28 seconds for
m = 2249 andm = 3636, respectively. In this case reducing the
search space decreases the computation time by only 40%. For
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other methods removing single child nodes significantly reduces
the computation time. The CP method is 400 times slower than
the TS method for m = 2249 and 1250 times slower for m =
3636. The ES method and the MILP method solve the problem
only for very small values of p. Note that in most cases the MILP
method is slower than the ES method. The reason is the huge
number of auxiliary variables maux = 182167 for m = 2249
and maux = 587807 for m = 3636.

The CP method finds optimal solutions for p ≤ 5. The rel-
ative difference between the value of the cost function for the
solutions found by the CP method and the optimal values belong
to [1.2%, 4.7%] for p ≥ 6.

Similar computations have been carried out for the network
with randomized values of line segments’ lengths and user
nodes’ active powers. The results are similar which confirms
that the worse performance of the MILP approach is not related
to the symmetry of the network.

From the results presented above it follows that the proposed
method can successfully solve the optimization problem even
for very large networks with several thousands of nodes. The
MILP approach cannot handle such networks unless the num-
ber of switches is very small. The CP method does not always
find the optimal solution, contrary to what is stated in [9]. For
the networks considered the difference between the value of
the cost function for the solution found by the CP algorithm
and for the optimal solution is up to 5%. The computation time
for the CP method is significantly larger than for the proposed
approach.

IV. CONCLUSION

Efficient algorithms for the computation of reliability indexes
for radial distribution networks with sectionalizing switches
have been presented. The algorithms are based on the tree struc-
ture of the graph representing the network. The algorithms are
very efficient, which makes them useful for solving switch al-
location problems via the exhaustive search method for small
number of switches and heuristic methods which require han-
dling a large number of test selections.

Fast tree search algorithms to solve the switch allocation prob-
lem in radial distribution networks with a single supply node
have been presented. Algorithms have been tested using exist-
ing distribution networks of various sizes. It has been shown
that the proposed algorithms outperform state-of-the-art tech-
niques and can be successfully used to find optimal placement
of switches for relatively large networks.

Future work includes extending algorithms to networks with
alternative supplies, distributed generation and multiobjective
optimization.
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